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Abstract

Amonomial orthogonal polynomial of several variables is of the formx� −Q�(x) for a multiindex
� ∈ Nd+1

0 and it has the leastL2 norm among all polynomials of the formx� − P(x), whereP
andQ� are polynomials of degree less than the total degree ofx�. We study monomial orthogonal
polynomials with respect to the weight function

∏d+1
i=1 |xi |2�i on the unit sphereSd as well as for

the related weight functions on the unit ball and on the standard simplex. The results include explicit
formula,L2 norm, and explicit expansion in terms of known orthonormal basis. Furthermore, in the
case of�1 = · · · = �d+1, an explicit basis for symmetric orthogonal polynomials is also given.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction

The purpose of this paper is to study monomial orthogonal polynomials of several vari-
ables. LetW be a weight function defined on a set� in Rd . Let � ∈ Nd

0. The monomial
orthogonal polynomials are of the formR�(x) = x� −Q�(x) withQ� being a polynomial
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of degree less thann = |�| := �1 + · · · + �d , and it is orthogonal to all polynomials of
degree less thann in L2(W,�); in other words, they are orthogonal projections ofx� onto
the subspace of orthogonal polynomials of degreen. In the case of one variable, such a
polynomial is just an orthogonal polynomial normalized with a unit leading coefficient and
its explicit formula is known for many classical weight functions. For several variables,
there are many linearly independent orthogonal polynomials of the same degree and the
explicit formula ofR� is not immediately known.
Let�d

n denote the spaceof polynomials of degreeatmostn in d variables.Thepolynomial
R� canbeconsideredas theerror of thebest approximationofx� bypolynomials from�d

n−1,
n = |�|, in L2(W,�). Indeed, a standard Hilbert space argument shows that

‖R�‖2 = ‖x� −Q�‖2 = inf
P

{‖x� − P ‖2, P ∈ �d
n−1, n = |�|},

where‖ · ‖2 is theL2(W,�) norm. In other words,R� has the leastL2 norm among all
polynomials of the formx� − P , whereP ∈ �d

n−1.
Let d� be the surface measure on the unit sphereSd = {x : ‖x‖ = 1}, where‖x‖ is the

Euclidean norm ofx ∈ Rd+1. In the present paper, we consider the monomial orthogonal
polynomials inL2(h2� d�, S

d), where

h�(x) =
d+1∏
i=1

|xi |�i , �i�0, x ∈ Rd+1. (1.1)

The homogeneous orthogonal polynomials with respect to this weight function are calledh-
harmonics; they are the simplest examples of theh-harmonics associated with the reflection
groups (see, for example,[4,5,7] and references therein). The weight function in (1.1) is
invariant under the groupZd+1

2 . LetPd+1
n denote the space of homogeneous polynomials

of degreen in d + 1 variables. The monomial homogeneous polynomials are of the form
R�(x) = x� − ‖x‖2Q�(x), whereQ� ∈ Pd+1

n−2 andn = |�|. In this case, we defineR�
through a generating function and derive their various properties. Using a correspondence
between theh-harmonics and orthogonal polynomials on the unit ballBd = {x : ‖x‖�1}
of Rd , this also gives the monomial orthogonal polynomials with respect to the weight
function

WB
� (x) =

d∏
i=1

|xi |2�i (1− ‖x‖2)�d+1−1/2, x ∈ Bd, �i�0. (1.2)

In the case�i = 0 for 1� i�d and�d+1 = �, theweight functionWB
� is the classicalweight

function(1−‖x‖2)�−1/2 forwhich themonomial polynomials are knownalready toHermite
(in special cases); see[8, vol. 2, Chapter 12]. There is also a correspondence between the
h-harmonics and orthogonal polynomials on the simplexT d = {x : xi�0, 1 − |x|�0}
of Rd , where|x| = x1 + · · · + xd , which allows us to derive properties of the monomial
orthogonal polynomials with respect to the weight function

WT
� (x) =

d∏
i=1

|xi |�i−1/2(1− |x|)�d+1−1/2, x ∈ T d, �i�0. (1.3)
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For these families of the weight functions, we will define the monomial orthogonal poly-
nomials using generating functions, and give explicit formulae for these polynomials in the
next section.
If �1 = · · · = �d+1, then theweight function is invariant under theactionof thesymmetric

group. We can consider the subspace ofh-harmonics invariant under the symmetric group.
Recently, in[6], Dunkl gave an explicit basis in terms of monomial symmetric polynomials.
Another explicit basis can be derived from the explicit formulae ofR�, which we give in
Section 3.
Various explicit bases of orthogonal polynomials for the above weight functions have

appeared in[7,11,16], some can be traced back to Refs.[2,8] in special cases. Our emphasis
is on the monomial bases and explicit computation of theL2 norm. TheL2 norms of the
monomial orthogonal polynomials give the error of the best approximation to monomials
by polynomials of lower degrees.We compute the norms in Section 4. They are expressed as
integrals of the product of the Jacobi or Gegenbauer polynomials. We mention two special
cases of our general results, in whichPn(t) denotes the Legendre polynomial of degreen:

Theorem 1.1. For � ∈ Nd
0, let n = |�|. Then

min
Q∈�d

n−1

1

volBd

∫
Bd

|x� −Q(x)|2 dx = d�!
2n(d/2)n

∫ 1

0

d∏
i=1

P�i (t)t
n+d−1 dt,

wherevolBd = �d/2/�(d/2+ 1) is the volume ofBd , and

min
Q∈�d

n−1

1

d!
∫
T d

|x� −Q(x)|2 dx = d�!2
(d)2n

∫ 1

0

d∏
i=1

P�i (2r − 1)rn+d−1 dr.

As the best approximation tox�, the monomial orthogonal polynomials with respect to
the unit weight function (Lebesgue measure) onB2 have been studied recently in[3]. Let
us also mention[1], in which certain invariant polynomials with the leastLp norm onSd

are studied.
Forh-harmonics, the set{R� : |�| = n} contains an orthogonal basis ofh-harmonics of

degreen but the set itself is not a basis. In general, two monomial orthogonal polynomials
of the same degree are not orthogonal to each other. On the other hand, for each of the three
families of the weight functions, an orthonormal basis can be given in terms of the Jacobi
polynomials or the Gegenbauer polynomials. We will derive an explicit expansion ofR� in
terms of this orthonormal basis in Section 5, the coefficients of the expansion are given in
terms of Hahn polynomials of several variables.
Finally in Section 6, we discuss another property of the polynomials defined by the

generating function. It leads to an expansion ofmonomials in terms ofmonomial orthogonal
polynomials.

2. Monomial orthogonal polynomials

Throughout this paper we use the standard multiindex notation. For� ∈ Nm
0 we write

|�| = �1 + · · · + �m. For �,	 ∈ Nm
0 we also write�! = �1! · · · �m! and (�)	 =
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(�1)	1 · · · (�m)	m , where(a)n = a(a + 1) . . . (a + n − 1) is the Pochhammer symbol.
Furthermore, for� ∈ Nm anda, b ∈ R, we writea� + b1 = (a�1 + b, . . . , a�m + b)

and denote1 := (1,1, . . . ,1). For�,	 ∈ Nm
0 , the inequality��	 means that�i�	i for

1� i�m.

2.1. Monomialh-harmonics

First, we recall relevant part of the theory ofh-harmonics; see[4,5,7] and the reference
therein. We shall restrict ourself to the case ofh� defined in (1.1); see also[16].

Let Hd+1
n (h2�) denote the space of homogeneous orthogonal polynomials of degreen

with respect toh2� d� onSd . If all �i = 0, thenHd+1
n (h2�) is just the space of the ordinary

harmonics. It is known that

dim Hd+1
n (h2�) = dim Pd+1

n − dim Pd+1
n−2 =

(
n+ d
d

)
−
(
n+ d − 2

d

)
.

The elements ofHd+1
n (h2�) are calledh-harmonics since they can be defined through an

analog of Laplacian operator. The essential ingredient is Dunkl’s operators, which are a
family of first-order differential-difference operators defined by

Dif (x) = �if (x)+ �i
f (x)− f (x1, . . . ,−xi, . . . , xd+1)

xi
, 1� i�d + 1. (2.1)

These operators commute; that is,DiDj = DjDi . Theh-Laplacian is defined by
h =
D2

1 + · · · + D2
d+1. Then
hP = 0,P ∈ Pd+1

n if and only if P ∈ Hd+1
n (h2�). The structure

of theh-harmonics and that of ordinary harmonic polynomials are parallel. Some of the
properties ofh-harmonics can be expressed using theintertwining operator,V�, which
is a linear operator that acts between ordinary harmonics andh-harmonics. It is uniquely
determined by the properties

DiV� = V��i , V�1 = 1, V�Pd+1
n ⊂ Pd+1

n .

For the weight functionh� in (1.1),V� is an integral operator defined by

V�f (x)=
∫

[−1,1]d+1
f (x1t1, . . . , xd+1td+1)

×
d+1∏
i=1

c�i (1+ ti )(1− t2i )�i−1 dt, (2.2)

wherec� = �(�+1/2)/(
√

��(�)). If any one of�i = 0, the formula holds under the limit

lim
�→0

c�

∫ 1

−1
f (t)(1− t2)�−1 d� = [f (1)+ f (−1)]/2. (2.3)



Y. Xu / Journal of Approximation Theory 133 (2005) 1–37 5

The Poisson kernel, or reproducing kernel,P(h2�; x, y) of theh-harmonics is defined by
the property

f (x) = c′h
∫
Sd
f (y)P (h2�; x, y)f (y)h2�(y) d�(y),

c′h = �(|�| + d+1
2 )

2
∏d+1
i=1 �(�i + 1

2)
(2.4)

for f ∈ Hd
n(h

2
�) and‖y‖�1, wherec′h is the normalization constant of the weight function

h2� on the unit sphereSd , c′h
∫
Sd
h2� d� = 1 andd� is the surface measure. Using the

intertwining operator, the Poisson kernel of theh-harmonics can be written as

P(h2�; x, y) = V�

[
1− ‖y‖2

(1− 2〈y, ·〉 + ‖y‖2)�+1

]
(x), � = |�| + d − 1

2

for ‖y‖ < 1 = ‖x‖. If all �i = 0, thenV� = id is the identity operator andP(h20; x, y)
is the classical Poisson kernel, which is related to the Poisson kernel of the Gegenbauer
polynomials

1− r2
(1− 2rt + r2)�+1

=
∞∑
n=0

n+ �
�

C�
n(t)r

n.

The above function can be viewed as a generating function for the Gegenbauer polynomials
C�
n(t). The usual generating function ofC�

n , however, takes the following form:(1− 2rt +
r2)−� = ∑∞

n=0 C
�
n(t)r

n. Our definition of the monomial orthogonal polynomials is the
analog of the generating function ofC�

n in several variables.

Definition 2.1. Let � = |�| + d−1
2 > 0. Define polynomials̃R�(x) by

V�

[
1

(1− 2〈b, ·〉 + ‖b‖2‖x‖2)�
]
(x) =

∑
�∈Nd+1

0

b�R̃�(x), x ∈ Rd+1.

Let FB be the Lauricella hypergeometric series of typeB, which generalizes the hyper-
geometric function2F1 to several variables (cf.[10]),

FB(�,	; c; x) =
∑



(�)
(	)

(c)|
|
! x


, �,	 ∈ Nd+1
0 , c ∈ R, max

1� i�d+1
|xi | < 1,

where the summation is taken over
 ∈ Nd+1
0 .We derive properties of̃R� in the following.

Proposition 2.2. The polynomials̃R� satisfy the following properties:

(1) R̃� ∈ Pd+1
n and

R̃�(x) = 2|�|(�)|�|
�!

∑



(−�/2)
(−(� + 1)/2)

(−|�| − � + 1)|
|
! ‖x‖2|
|V�(x

�−2
),

where the series terminates as the summation is over all
 such that2
��;
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(2) R̃� ∈ Hd+1
n (h2�) andR̃�(x) = 2|�|(�)|�|

�! V�[S�(·)](x) for ‖x‖ = 1,where

S�(y) = y�FB

(
−�
2
,
−� + 1

2
; −|�| − � + 1; 1

y21
, . . . ,

1

y2d+1

)
.

Furthermore,∑
|�|=n

b�R̃�(x) = �
n+ �

Pn(h
2
�; b, x), ‖x‖ = 1,

wherePn(h2�; y, x) is the reproducing kernel ofHd+1
n (h2�) in L

2(h2�, S
d−1).

Proof. Using the multinomial and binomial formula, we write

(1− 2〈a, y〉 + ‖a‖2)−� = (1− a1(2y1 − a1)− · · · − ad(2yd+1 − ad+1))
−�

=
∑
	

(�)|	|
	! a	(2y1 − a1)	1 . . . (2yd+1 − ad+1)

	d+1

=
∑
	

(�)|	|
	!

∑



(−	1)
1 . . . (−	d+1)
d+1


!
×2|	|−|
|y	−
a
+	.

Changing summation indices	i + 
i = �i and using the formulae

(�)m−k = (−1)k(�)m
(1− � −m)k and

(−m+ k)k
(m− k)! = (−1)k(−m)2k

m!
as well as 2−2k(−m)2k = (−m/2)k((1−m)/2)k, we can rewrite the formula as

(1− 2〈a, y〉 + ‖a‖2)−� =
∑
�

a� 2|�|(�)|�|
�!

∑



(−�/2)
((−� + 1)/2)

(−|�| − � + 1)|
|
! y�−2


=
∑

a� 2
|�|(�)|�|

�! y�FB

×
(

−�
2
,
1− �
2

; −|�| − � + 1; 1

y21
, . . . ,

1

y2d

)
.

Using the first equal sign of the expansion with the function

(1− 2〈b, y〉 + ‖x‖2‖b‖2)−� = (1− 2〈‖x‖b, y/‖x‖〉 + ‖‖x‖b‖2)−�

andapplyingV with respect toy gives theexpressionof̃R� in (1). If ‖x‖ = 1, then thesecond
equal sign gives the expression ofR̃� in (2). We still need to show that̃R� ∈ Hd+1

n (h2�).
Let ‖x‖ = 1. For‖y‖�1 the generating function of the Gegenbauer polynomials gives

(1− 2〈b, y〉 + ‖b‖2)−� = (1− 2‖b‖〈b/‖b‖, y〉 + ‖b‖2)−�

=
∞∑
n=0

‖b‖nC�
n (〈b/‖b‖, y〉).
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Consequently, applyingV� ony in the above equation gives∑
|�|=n

b�R̃�(x) = ‖b‖nV�[C�
n (〈b/‖b‖, · 〉)](x), ‖x‖ = 1.

On the other hand, it is known that the reproducing kernelPn(h
2
�; x, y) of Hd+1

n (h2�) is
given by[7, p. 190]

Pn(h
2
�; x, y) = n+ �

�
‖y‖nV�[C�

n (〈y/‖y‖, · 〉)](x), ‖y‖�‖x‖ = 1,

so that
∑

|�|=n b�R̃�(x) is a constant multiple ofPn(h2�; x, b). Consequently, for anyb,∑
b�R̃�(x) is an element inHd+1

n (h2�); therefore, so is̃R�. �

In the following let [x] denote the integer part ofx. We also use[�/2] to denote
([�1/2], . . . , [�d+1/2]) for � ∈ Nd+1

0 .

Proposition 2.3. Let� = |�| + (d − 1)/2.Then

R̃�(x) = 2|�|(�)|�|
�!

(1/2)�−	

(� + 1/2)�−	
R�(x), where 	 = � −

[
� + 1
2

]
and

R�(x) = x�FB

(
−	,−� + 	 − � + 1

2
; −|�| − � + 1; ‖x‖2

x21
, . . . ,

‖x‖2
x2d+1

)
.

Proof. By consideringm being even or odd, it is easy to verify that

c�

∫ 1

−1
tm−2k(1+ t)(1− t2)�−1 dt =

(1
2

)
[m+1

2 ](
� + 1

2

)
[m+1

2 ]

(−[m+1
2 ] − � + 1

2

)
k(−[m+1

2 ] + 1
2

)
k

for ��0. Hence, using the explicit formula ofV�, the formula ofR̃� in (1) of Proposition
2.2becomes,

R̃�(x)= 2|�|(�)|�|
�!

(1/2)[ �+1
2 ]

(� + 1/2)[ �+1
2 ]

×
∑



(−�/2)
((−� + 1)/2)

(−|�| − � + 1)|
|
!

(−[(� + 1)/2] − � + 1/2)

(−[(� + 1)/2] + 1/2)


‖x‖2|
|x�−2
.

Using the fact that(
−�
2

)



(−� + 1
2

)



=
(

−� +
[
� + 1
2

])



(
−
[
� + 1
2

]
+ 1

2

)


,

the above expression of̃R� can be written in terms ofFB as stated. �



8 Y. Xu / Journal of Approximation Theory 133 (2005) 1–37

Note that theFB function in the proposition is a finite series, since(−n)m = 0 if m > n.
In particular, this shows thatR�(x) is the monomial orthogonal polynomial of the form
R�(x) = x� − ‖x‖2Q�(x), whereQ� ∈ Pdn−2.
Another generalization of the hypergeometric series2F1 to several variables is the Lau-

ricella function of typeA, defined by (cf.[10])

FA(c, �;	; x) =
∑



(c)|
|(�)

(	)

! x
, �,	 ∈ Nd+1

0 , c ∈ R,

where the summation is taken over
 ∈ Nd+1
0 . If all components of� are even, then we can

writeR� usingFA.

Proposition 2.4. Let	 ∈ Nd+1
0 . Then

R2	(x) = (−1)|	| (� + 1/2)	
(n+ �)|	|

‖x‖|2	|FA

(
−	, |	| + �;� + 1

2
; x21

‖x‖2 , . . . ,
x2d+1

‖x‖2
)
.

Proof. For� = 2	 the formula in terms ofFB becomes

R2	(x) =
∑

�	

(−	)
(−	 − � + 1/2)

(−2|	| − � + 1)|
|
! ‖x‖2|
|x2	−2
,

where
�	means
1 < 	1, . . . , 
d+1 < 	d+1; note that(−	)
 = 0 if 
 > 	. Changing the
summation index by
i �→ 	i−
i and using the formula(a)n−m = (−1)m(a)n/(1−n−a)m
to rewrite the Pochhammer symbols, for example,

(� + 1/2)	−
 = (−1)
(� + 1/2)	
(−	 − � + 1/2)


, (	 − 
)! = (1)	−
 = (−1)|
|	!
(−	)


,

we can rewrite the summation into the stated formula inFA. �

Let projn : Pd+1
n �→ Hd+1

n (h2�) denote the projection operator of polynomials inPd+1
n

ontoHd+1
n (h2�). It follows thatR� is the orthogonal projection of the monomialx�. Recall

thatDi is the Dunkl operator defined in (2.1).We defineD� = D�1
1 · · · D�d+1

d+1 for � ∈ Nd+1
0 .

Let ei = (0, . . . ,0, 1,0, . . . ,0) denote the standard basis ofRd+1.

Proposition 2.5. The polynomialsR� satisfy the following properties:

(1) R�(x) = projn x
�, n = |�|, and

R�(x) = (−1)n

2n(�)n
‖x‖2�+2nD�

(
‖x‖−2�

)
, � = |�| + d − 1

2
.

(2) R� satisfies the relation

‖x‖2DiR�(x) = −2(n+ �)
[
R�+ei (x)− xiR�(x)

]
.

(3) The set{R� : |�| = n, �d+1 = 0, 1} is a basis ofHd+1
n (h2�).
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Proof. SinceR� ∈ Hd+1
n (h2�) andR�(x) = x� − ‖x‖2Q(x), whereQ ∈ Pd+1

n−2 , it follows
thatR�(x) = projn x

�. On the other hand, it is shown in[19] that the polynomialsH�,
defined by

H�(x) = ‖x‖2�+2nD�‖x‖−2�,

satisfy the relationH�(x) = (−1)n2n(�)nproj|�| x�, from which the explicit formula in (1)
follows. The polynomialsH� satisfy the recursive relation

H�+ei (x) = −(2|�| + 2�)xiH�(x)+ ‖x‖2DiH�(x),

which gives the relation in (2). Finally, it is proved in[19] that{H� : |�| = n, �d+1 = 0, 1}
is a basis ofHd+1

n (h2�). �

In the caseof� = nei ,R� takes a simple form. Indeed, letC(�,�)n (t)denote the generalized
Gegenbauer polynomials defined by

C
(�,�)
n (x) = c�

∫ 1

−1
C�
n(xt)(1+ t)(1− t2)�−1 dt.

These polynomials are orthogonal with respect to the weight functionw�,�(t) = |t |2�(1−
t2)�−1/2 on [−1,1] and they become Gegenbauer polynomials when� = 0 (use (2.3));
that is,C(�,0)n (t) = C�

n(t). In terms of the Jacobi polynomialsP (a,b)n (t), the generalized
Gegenbauer polynomials can be written as

C
(�,�)
2n (x)=

(
� + �

)
n(

� + 1
2

)
n

P
(�−1/2,�−1/2)
n (2x2 − 1),

C
(�,�)
2n+1(x)=

(
� + �

)
n+1(

� + 1
2

)
n+1

xP
(�−1/2,�+1/2)
n (2x2 − 1). (2.5)

Recall that the Jacobi polynomialP (a,b)n (t) can be written as a2F1 function

P (a,b)n (t) = (a + 1)n
n! 2F1

(−n, n+ a + b + 1
a + 1

; 1− t
2

)
. (2.6)

For� = nei , theFB formula ofR� becomes a single sum since(−m)j = 0 if m < j , which
can be written in terms of2F1. For example, ifn = 2m+ 1, then

R(2m+1)e1(x)=
m∑
j=0

(−m)j (−m− �1 − 1/2)j
(−2m− 1− � + 1)j j ! ‖x‖2j x2m−2j+1

1

= x2m+1
1 2F1

(
−m,−m− �1 − 1/2
−2m− 1− � + 1

; ‖x‖2
x21

)
.

This can be written in terms of Jacobi polynomials (2.6), upon changing the summation
index byj �→ m− j , and further in the generalized Gegenbauer polynomials using (2.5).
The result is
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Corollary 2.6. Letn ∈ N0. ThenRnei (x) = projn x
n
i satisfies

Rnei (x) = ‖x‖n
[
k
(�−�i ,�i )
n

]−1
C
(�−�i ,�i )
n (xi‖x‖),

wherek(�,�)n denote the leading coefficient ofC(�,�)n (t) given by

k
(�,�)
2n = (� + �)2n(

� + 1
2

)
n
n! and k

(�,�)
2n+1 = (� + �)2n+1(

� + 1
2

)
n+1 n!

. (2.7)

In the case of ordinary harmonics, that is,�i = 0, the polynomialsRnei are given in terms
of the Gegenbauer polynomials.

2.2. Monomial orthogonal polynomials on the unit ball

The h-spherical harmonics associated to (1.1) are closely related to orthogonal poly-
nomials associated to the weight functionsWB

� in (1.2). In fact, ifY ∈ Hd+1
n (h2�) is an

h-harmonic associated withh�(y) = ∏d+1
i=1 |yi |�i that is even in its(d + 1)th variable,

Y (y′, yd+1) = Y (y′,−yd+1), then the polynomialP� defined by

Y (y) = rnP (x), y = r(x, xd+1), r = ‖y‖, (x, xd+1) ∈ Sd, (2.8)

is an orthogonal polynomials with respect toWB
� . Moreover, this defines an one-to-one

correspondence between the two sets of polynomials[17].
Working with polynomials onBd , the monomials arex� with � ∈ Nd

0, instead ofNd+1
0 .

Sincex2d+1 = 1 − ‖x‖2 for (x, xd+1) ∈ Sd , we only considerR� in Definition 2.1with
� = (�1, . . . , �d , 0). The correspondence (2.8) leads to the following definition:

Definition 2.7. Let � = |�| + d−1
2 . Define polynomials̃RB� (x), � ∈ Nd

0, by

c�

∫
[−1,1]d

1

(1− 2(b1x1t1 + · · · + bdxd td)+ ‖b‖2)�
d∏
i=1

(1+ ti )(1− t2i )�i−1 dt

=
∑
�∈Nd

0

b�R̃B� (x), x ∈ Bd.

The polynomials̃RB� form a basis of the subspace of orthogonal polynomials of degree
n with respect toWB

� . It is given by the explicit formula

Proposition 2.8. Let� = |�| + (d − 1)/2.For � ∈ Nd
0 andx ∈ Rd ,

R̃B� (x) = 2|�|(�)|�|
�!

(1/2)�−	

(� + 1/2)�−	
RB� (x), where 	 = � −

[
� + 1
2

]
and

R�(x) = x�FB

(
−	,−� + 	 − � + 1

2
; −|�| − � + 1; 1

x21
, . . . ,

1

x2d

)
.
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In particular,RB� (x) = x� −Q�(x),Q� ∈ �d
n−1, is the monomial orthogonal polynomial

with respect toWB
� onBd .

Proof. Settingbd+1 = 0 and‖x‖ = 1 in the generating function (2.1) shows that the
generating function of̃RB� is the same as the one for̃R(	,0)(x). Consequently,̃R

B
� (x) =

R̃(�,0)(x, xd+1) for (x, xd+1) ∈ Sd . SinceR̃(�,0)(x, xd+1) is even in itsd + 1 variable, the
correspondence (2.8) shows thatR̃B� is orthogonal and its properties can be derived from
those ofR̃�. �

In particular, if�i = 0 for i = 1, . . . , d and�d+1 = � so thatWB
� becomes the classical

weight function(1 − ‖x‖2)�−1/2, then the limit relation (2.3) shows that the generating
function becomes simply

(1− 2〈b, x〉 + ‖b‖2)−�−(d−1)/2 =
∑
�∈Nd

0

b�RB� (x), x ∈ Rd .

This is the generating function of one family of Appell’s biorthogonal polynomials and
RB� (x) is usually denoted byV�(x) in the literature (see, for example,[8, vol. II, Chapter
12] or [7, Chapter 2]).
The definition ofRB� comes from that ofh-harmonicsR(�,0) by the correspondence. If

we considerR	 with 	 = (�, �d+1) and assume that�d+1 is an even integer, thenR	 leads
to the orthogonal projection of the polynomialx�(1− ‖x‖2)�d+1/2 with respect toWB

� on
Bd . Furthermore, the correspondence also gives a generating function of these projections.

2.3. Monomial orthogonal polynomials on the simplex

Theh-spherical harmonics associated to (1.1) are also related to orthogonal polynomials
associated to the weight functionsWT

� in (1.3). If Y ∈ Hd+1
2n (h

2
�) is anh-harmonic that is

even in each of its variables, thenY can be written as

Y (y) = rnP (x21, . . . , x2d ), y = r(x1, . . . , xd, xd+1), r = ‖y‖. (2.9)

The polynomialP(x), x = (x1, . . . , xd) ∈ Rd is an orthogonal polynomial of degreen in d
variables with respect toWT

� onT d . Moreover, this defines an one-to-one correspondence
between the two sets of polynomials[18].
Since the simplexT has a natural symmetry in terms of(x1, . . . , xd, xd+1), xd+1 =

1− |x|, we use the homogeneous coordinatesX := (x1, . . . , xd, xd+1). For the monomial
h-harmonics defined in Definition2.1, the polynomialR2� is even in each of its variables,
which corresponds to, under (2.9), monomial orthogonal polynomialsRT� in Vdn (WT

� ) in
the homogeneous coordinatesX. This leads to the following definition:

Definition 2.9. Let � = |�| + d−1
2 . Define polynomials̃RT� (x), � ∈ Nd

0, by

c�

∫
[−1,1]d+1

1

(1− 2(b1x1t1 + · · · + bd+1xd+1td+1)+ ‖b‖2)�
d+1∏
i=1

(1− t2i )�i−1 dt
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=
∑

�∈Nd+1
0

b2�R̃T� (x), x ∈ T d, xd+1 = 1− |x|.

The main properties ofRT� are summarized in the following proposition.

Proposition 2.10. For each� ∈ Nd+1
0 with |�| = n, the polynomials

R̃T� (x) = 22|�|(�)2|�|
(2�)!

(1/2)�
(� + 1/2)�

RT� (x),

where

RT� (x)=X�FB

(
−�,−� − � + 1

2
; −2|�| − � + 1; 1

x1
, . . . ,

1

xd+1

)
= (−1)n

(� + 1)�
(n+ |�| + d)n FA(|�| + |�| + d,−�;� + 1;X)

are orthogonal polynomials with respect toWT
� on the simplexT d . Moreover,RT� (x) =

X� −Q�(x),whereQ� is a polynomial of degree at mostn−1,and{RT� , � = (�′, 0), |�| =
n} is a basis for the subspace of orthogonal polynomials of degreen.

Proof. Wego back to the generating function ofh-harmonics in Definition2.1. The explicit
formula ofR� shows thatR�(x) is even in each of its variables only if each�i is even fori =
1, . . . , d+ 1. Letε ∈ {−1,1}d+1. ThenR�(xε) = R�(ε1x1, . . . , εd+1xd+1) = ε�R�(x). It
follows that∑

	∈Nd+1
0

b2	R2	(x) = 1

2d+1

∑
�∈Nd+1

0

b�
∑

ε∈{−1,1}d+1

R�(xε).

On the other hand, using the explicit formula ofV�, the generating function gives
1

2d+1

∑
ε∈{−1,1}d+1

∑
�∈Nd+1

0

b�R�(xε)

= c�
∫

[−1,1]d+1

∑
ε∈{−1,1}d+1

×
∏d+1
i=1 (1+ ti )(1− t2i )�i−1

(1− 2(b1x1t1ε1 + · · · + bd+1xd+1td+1εd+1)+ ‖b‖2)� dt

for ‖x‖ = 1. Changing variablesti �→ tiεi , the fact that
∑
ε

∏d+1
i=1 (1+εi ti) = 2d+1 shows

that the generating function ofR2	(x) agrees with the generating function ofRT	 (x
2
1, . . . ,

x2d+1) in Definition2.9. Consequently, the formulae ofRT� follow from the corresponding
ones forR2�. The polynomialRT� is homogeneous inX. Using the correspondence (2.9)
between orthogonal polynomials onSd and onT d , we see thatRT� are orthogonal with
respect toWT

� . If �d+1 = 0, thenRT� (x) = x� −Q�, which proves the last statement of the
proposition. �
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In the case of�d+1 = 0, the explicit formula ofRT� shows thatRT(�,0)(x) = x� −Q�(x);

settingbd+1 = 0 in Definition 2.9 gives the generating function ofRT(�,0). The explicit

formula ofRT(�,0) can be found in[7], which appeared earlier in the literature in some

special cases. The generating function ofRT� appears to be new in all cases. We note that if
all �i = 0, then the integrals in the Definition2.9disappear, so that the generating function
in the case of the Chebyshev weight functionWT (x) = (x1 . . . xd(1− |x|))−1/2 is simply
(1− 2〈b, x〉 + ‖b‖2)−1.

3. Symmetric monomial orthogonal polynomials

Let Sd+1 denote the symmetric group ofd + 1 objects. For a permutationw ∈ Sd+1 we
write xw = (xw(1), . . . , xw(d+1)) and defineT (w)f (x) = f (xw). If T (w)f = f for all
w ∈ Sd+1, we say thatf is invariant underSd+1.

For � ∈ Nd
0 andw ∈ Sd+1, we define the action ofw on � by (�w)i = �w−1(i). Using

this definition we have(xw)� = x�w.

3.1. Symmetric monomialh-harmonics

In this section,weassume that�1 = · · · = �d+1 = �.Then theweight functionh� in (1.1)
is invariant underSd+1. LetHd+1

n (h2�,S) denote the subspace ofh-harmonics inHd+1
n (h2�)

invariant under the groupSd+1. Our goal is to give an explicit basis forHd+1
n (h2�,S).

A partition � of d + 1 parts is an element inNd+1
0 such that�1��2� · · · ��d+1. Let

�d+1 denote the set of partitions ofd + 1 parts. Let

�d+1
n = {� ∈ Nd+1

0 : �1��2� · · · ��d+1, |�| = n},
the set ofd+1 parts partitions of sizen, and let�d+1

n = {� ∈ �n : �1 = �2}. For a partition
� the monomial symmetric polynomialm� is defined by[14]

m�(x) =
∑{

x� : � being distinct permutations of�
}
.

Let Bd+1 denote the hyperoctadedral group, which is a semi-direct product ofZd+1
2 and

Sd+1. A functionf is invariant underBd+1 if f (x) = g(x21, . . . , x
2
d+1) andg is invariant

underSd+1. Since the weight functionh�(x) = ∏d+1
i=1 |xi |� is invariant underBd+1, the

monomialsx� and x	 are automatically orthogonal whenever� and 	 are of different
parity. Hence, closely related toHd+1

n (h2�,S) is the spaceHd+1
n (h2�,B), the subspace of

h-harmonics inHd+1
n (h2�) invariant underBd+1. Recently, Dunkl[6] gave an explicit basis

for Hd+1
n (h2�,B) in the form of

p�(x)=m�(x
2)+

∑
{c�m�(x

2) : � ∈ �d+1
n ,

�i��i , 2� i�d + 1,� �= �}, (3.1)

wherex2 = (x21, . . . , x2d+1) and the coefficientsc� were determined explicitly, and proved

that the set{p� : � ∈ �d+1
n } is a basis ofHd+1

n (h2�,B).
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Using the explicit formula ofR� we give a basis forHd+1
n (h2�,S) in this section. Let

Sd+1(�) denote the stabilizer of�, Sd+1(�) = {w ∈ Sd+1 : �w = �}. Then we can write
m� = ∑

x�w with the summation over all coset representatives of the subgroupSd+1(�)
of Sd+1, which we denote bySd+1/Sd+1(�), it contains allw such that�i = �j andi < j
impliesw(i) < w(j).

Definition 3.1. Let � ∈ �d+1. Define

S�(x) =
∑

w∈Sd+1/Sd+1(�)

R�w(x).

Proposition 3.2. For � ∈ �d+1
n , the polynomialS� = projn m� is an element of

Hd+1
n (h2�; S).Moreover,the set{S� : � ∈ �d+1

n } is a basis ofHd+1
n (h2�,S).

Proof. The definition ofS� and the fact thatR�(x) = x� + ‖x‖2Q�(x) shows

S�(x) =
∑

w∈Sd+1/Sd+1(�)

(x�w + ‖x‖2Q�w(x)) = m�(x)+ ‖x‖2Q(x),

whereQ ∈ �d+1
n−1. Also S� ∈ Hd+1

n (h2�) since eachR� does. Hence,S� = projn m�. It
follows from (2) of Proposition2.5that,

S�(x) = (−1)n

2n(�)n
‖x‖2�+2nm�(D)(‖x‖−2�),

which shows thatS� is symmetric. Since dimHd+1
n (h2�,S) = #�d+1

n , we see that{S� :
� ∈ �d+1

n } is a basis ofHd+1
n (h2�; S). �

The fact thatS� is a symmetric polynomial also follows from a general statement about
the best approximation by polynomials, proved in[1] for Lp(Sd) and the proof carries over
to the caseLp(Sd;h2�). Since the proof is short, we repeat it here. Let

‖f ‖p =
(
c′h
∫
Sd

|f (y)|ph2�(y) d�(y)
)1/p

for 1�p <∞ and let‖f ‖∞ be the uniform norm onSd .

Proposition 3.3. If f is invariant underSd+1 then the best approximation of f in the space
Lp(Sd, h2�) by polynomials of degree less than n is attained by symmetric polynomials.

Proof. LetP ∈ �d+1
n−1. Since�1 = · · · = �d+1, h� is invariant under the symmetric group,

and so is the norms of the spaceLp(Sd;h2�). Hence, the triangle inequality and the fact that
f is symmetric gives

‖f − P ‖p = 1

(d + 1)!
∑

w∈Sd+1

‖f (xw)− P(xw)‖p
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� 1

(d + 1)!

∥∥∥∥∥∥
∑

w∈Sd+1

f (xw)−
∑

w∈Sd+1

P(xw)

∥∥∥∥∥∥
p

= ‖f − P ∗‖p,

whereP ∗ is the symmetrization ofP . SinceP ∗ ∈ �d+1
n , this shows that the best approxi-

mation off can be attained by symmetric polynomials of the same degree.�

The best approximation inL2(Sd;h2�) by polynomials is unique, so that a best approx-
imation polynomial to a symmetric function must be a symmetric polynomial. Thus, the
above proposition applies toS�, as S� −m� is the best approximation tom� in L

2(Sd;h2�)
by polynomials of lower degrees.
From the definition ofS�, it is not immediately clear thatS� is symmetric. Next, we give

an explicit formula ofS� in terms of monomial symmetric functions and powers of‖x‖.
We start with the following simple observation:

Lemma 3.4. Letw ∈ Sd+1. ThenR�(xw) = R�w(x).

Proof. This follows from thegenerating functionofR�(x). Indeed, let��(t) = ∏d+1
i=1 ck(1+

ti )(1− t2i )k−1; then��(t) is invariant underSd+1. Hence, using the explicit formula ofV�
in (2.2), it follows from the Definition2.1that∑

b�R̃�(xw)=
∫

[−1,1]d+1

1(
1− 2

∑
bi(xw)i ti + ‖b‖2‖x‖2)� ��(t) dt

=
∫

[−1,1]d+1

1(
1− 2

∑
(bw−1)ixi ti + ‖b‖2‖x‖2)� ��(t) dt

=
∑

(bw−1)�R̃�(x) =
∑

b�w
−1
R̃�(x) =

∑
b�R̃�w(x),

since the sum is over all� ∈ Nd+1
0 . �

We need one more definition. For any� ∈ Nd+1
0 , let�+ be the unique partition such that

�+ = �w for somew ∈ Sd+1.

Proposition 3.5. Let� ∈ �d+1
n and let� = (d + 1)� + (d − 1)/2.Then

S�(x) = m�(1)
∑
2
��

a�,
‖x‖2|
|
m(�−2
)+(x)

m(�−2
)+(1)
, x ∈ Rd+1,

where

a�,
 = (−� + [(� + 1)/2])
(−[(� + 1)/2] − � + 1/2)

(−|�| − � + 1)|
|
! .

Proof. Let d� = |Sd+1(�)|. We can writem�(x) = d−1
�

∑
w∈Sd+1

x�w and, using Lemma
3.4,

S�(x) = d−1
�

∑
w∈Sd+1

R�w(x) = d−1
�

∑
w∈Sd+1

R�(xw).
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The coefficientsa�,
 appear in the explicit formula ofR�. Indeed, from the formula in

Proposition2.3,R�(x) = ∑
a�,
‖x‖2|
|x�−2
. For w ∈ Sd+1 and�, 
 ∈ Nd+1, we have

(�w)
 = (�)
w−1. Therefore, as|�w| = |�| for � ∈ Nd+1
0 , it follows from the formula of

a�,
 thata�w,
 = a�,
w−1. Consequently,∑
w∈Sd+1

R�(xw)=
∑

w∈Sd+1

∑



a�w,
‖x‖2|
|x�w−2


=
∑

w∈Sd+1

∑



a�,
w−1‖x‖2|
|x�w−2
w−1w

=
∑



a�,
‖x‖2|
|
∑

w∈Sd+1

x(�−2
)w,

since the summation is over all
 ∈ Nd
0. Note that the coefficientsa�,
 = 0 if 
i >

�i − [(�i + 1)/2], so that�i − 2
i�0. Therefore, we can write∑
w∈Sd+1

x(�−2
)w =
∑

w∈Sd+1

x(�−2
)+w = d(�−2
)+m(�−2
)+(x).

Put these formulae together, we get

S�(x) = d−1
�

∑



a�,
‖x‖2|
|d(�−2
)+m(�−2
)+(x),

which gives the stated formula upon using the fact thatm�(1)= (d + 1)!/d�. �

In the simplest case of� = (n, 0, . . . ,0) = ne1, we conclude that

Sne1(x)=
∑
j

(−n+ [n+1
2 ])j (−[n+1

2 ] − � + 1
2)j

(−n− � + 1)j j ! ‖x‖2jm(n−2j)e1(x)

= ‖x‖n
d+1∑
i=1

[
k
(�−�,�)
n

]−1
C
(�−�,�)
n (xi/‖x‖), (3.2)

where� = (d + 1)� + (d − 1)/2, and the second equality follows from the definition of

C
(�,�)
n or from Corollary2.6.
Since the sum in the formula ofS� is over all
 ∈ Nd+1

0 , somem� may appear several
times in the sum. With a little more effort one may writeS� in a more compact form.
Evidently, this depends on how many parts of� are repeated. We shall consider only a
simple case of� = (q, . . . , q), in which all parts are equal.

Corollary 3.6. For � = (q, . . . , q), q ∈ N0,

S�(x) =
∑

�∈�d+1

a�,�‖x‖2|
|m�−2�(x).

Proof. In this case, it is easy to see thata�,�w = a�,� for eachw ∈ Sd+1. Moreover,
d� = (d + 1)!. Consequently, using the fact that

∑

 c
 = ∑

�∈�d+1 d−1
�
∑
w∈Sd+1

c�w,
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it follows that

S�(x)= 1

(d + 1)!
∑




a�,
‖x‖2|
|d(�−2
)+m(�−2
)+(x)

= 1

(d + 1)!
∑

�∈�d+1

d−1
�

∑
w∈Sd+1

a�,�w‖x‖2|�|d(�−2�w)+m(�−2�w)+(x)

=
∑

�∈�d+1

a�,�‖x‖2|�| 1

(d + 1)!
∑

w∈Sd+1

m(�−2�w)+(x),

since� = (q, . . . , q) implies thatd(�−2�w)+ = d�w = d�. Also, the special form of�
impliesm(�−2�w)+ = m�−2(�w)+ = m�−2�, which completes the proof.�

Sincem2�(x) = m�(x
2
1, . . . , x

2
d+1), the theorem shows that the set{S2� : � ∈ �d+1

n }
is a basis for the spaceHd+1

n (h2�; B). These results are interesting even in the case of the
ordinary harmonics (� = 0). The only other symmetric orthogonal basis known is given
by Dunkl [6] recently forHd+1

n (h2�; B). It should be pointed out, however, thatS� are not
mutually orthogonal for� ∈ �d+1

n . We do not know how to construct an orthonormal basis
for Hd+1

n (h2�; S) or if there is a compact formula for theL2 norm ofS�.
Since‖x‖2 is symmetric, one can write‖x‖2m� in terms of symmetric monomial poly-

nomialsm� so thatS2� can be written in terms ofm�(x
2) as in Dunkl’s basis (3.1). It turns

out, however, that the two bases{S2� : � ∈ �d+1
n } and{p� : � ∈ �d+1

n } are quite different
and they are in fact biorthogonal[6].

3.2. Symmetric monomial orthogonal polynomials on the unit ball

On the unit ballBd we consider the weight functionWB
� (x) with �1 = · · · = �d = 0.

Writing �d+1 = �, we writeWB
�,� instead ofWB

� . That is,

WB
�,�(x) =

d∏
i=1

|xi |2�(1− ‖x‖2)�−1/2, x ∈ Bd.

This weight function is evidently invariant under the symmetric groupSd . LetVdn (WB
�,�; S)

denote the space of symmetric orthogonal polynomials of degreenwith respect toWB
�,�. The

dimension of this space is dimVdn (WB
�,�; S) = #�dn, the cardinality ofd-parts partitions

of sizen, since a basis can be obtained by applying Gram–Schmidt process on a basis of
symmetric polynomials of degree at mostn in d variables.
For symmetric orthogonal polynomials we cannot use the correspondence (2.8) between

h-harmonics and orthogonal polynomials on the unit ball, sinceRB� (x) = R(�,0)(x, xd+1).
On the other hand, the polynomialRB� in Definition 2.7 is similar toRB� specified in Def-
inition 2.1. The similarity allows us to carry out the study in the previous subsection with
little additional effort. We defineSB� as in Definition3.1:
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Definition 3.7. Let � ∈ �d . Define

SB� (x) =
∑

w∈Sd+1/Sd (�)
RB�w(x).

Proposition 3.8. For � ∈ �dn, the polynomialS� is the orthogonal projection of the sym-
metric monomial polynomialm� ontoVdn (WB

�,�; S). Moreover,the set{S� : � ∈ �dn} is a
basis ofVdn (WB

�,�; S).

We again haveRB�w(x) = RB� (xw) for anyw ∈ Sd and we can derive an explicit formula
of SB� as in Proposition3.5:

Proposition 3.9. Let� ∈ �dn and let� = d� + � + (d − 1)/2.Then

SB� (x) = m�(1)
∑
2
��

a�,

m(�−2
)+(x)

m(�−2
)+(1)
, x ∈ Rd ,

where1= (1, . . . ,1)∈ Nd
0 and

a�,
 = (−� + [(� + 1)/2])
(−[(� + 1)/2] − � + 1/2)

(−|�| − � + 1)|
|
! .

In the simplest case of� = (n, 0, . . . ,0) = ne1 ∈ Rd , we conclude that

SBne1(x)=
∑
j

(−n+ [n+1
2 ])j (−[n+1

2 ] − �1 + 1
2)j

(−n− � + 1)j j ! m(n−2j)e1(x)

=
d∑
i=1

[
k
(�−�1,�1)
n

]−1
C
(�−�1,�1)
n (x1),

where� = d� + � + (d − 1)/2, sinceRBne1(x) = Rne′1(x, xd+1) for (x, xd+1) ∈ Sd ,

wheree′1 = (1,0, . . . ,0) = (e1, 0) ∈ Rd+1, and Corollary2.6 shows thatRBnei (x) =[
k
(�−�i ,�i )
n

]−1
C
(�−�i ,�i )
n (xi).

3.3. Symmetric monomial orthogonal polynomials on the simplex

We can also give explicit formulae for the symmetric monomial orthogonal polynomials
with respect toWT

� on the simplex.
On the simplexT d , it is natural to consider the symmetric groupSd+1 of the vertices of

T d .A functionf (x) onT d is symmetric if in the homogeneous coordinatesX = (x, xd+1),
xd+1 = 1− |x|, f (x) = g(X) is invariant underSd+1; that is, ifg(Xw) = g(X) for every
w ∈ Sd+1. LetVd+1

n (WT
� ; S) denote the space of orthogonal polynomials of degreen that

are symmetric.
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Proposition 3.10. For each� ∈ �d+1
n , the polynomial

ST� (x) =
∑

w∈Sd+1/Sd+1(�)

RT�w(x)

is a symmetric orthogonal polynomial andST� (x) = m�(X)+Q(x),Q ∈ �d+1
n−1.Moreover,

ST� (x) = m�(1)
∑



(−�)
(−� − � + 1/2)

(−2|�| − � + 1)|
|
! .

m(�−
)+(X)

m(�−
)+(1)
,

where1 = (1, . . . ,1) ∈ Nd+1
0 . Furthermore,the set{ST� : � ∈ �d+1

n } is a basis of
Vd+1
n (WT

� ; S).

This follows from thecorrespondence (2.9)and thepropertiesofS2�.Notice thatm2�(x) =
m�(x

2
1, . . . , x

2
d+1).

4. Norm of the monomial polynomials

4.1. Norm of monomialh-harmonics

SinceR� is orthogonal topolynomials in�d+1
n−1with respect toh

2
� d�onSd andR�(x)−x�

is a polynomial of lower degree when restricted toSd , the standard Hilbert space theory
shows that the polynomialR� is the best approximation ofx� in theL2 norm defined by

‖f ‖2 =
(
c′h
∫
Sd

|f (y)|2h2�(y) d�(y)
)1/2

,

wherec′h is the normalization constant ofh2�. In other words, the polynomialx� − R� has
the smallestL2 norm among all polynomials of the formx� − P(x), P ∈ �d+1

n−1 on Sd .
That is,

‖R�‖2 = min
P∈�d+1

n−1

‖x� − P ‖2, |�| = n.

In the following we compute theL2 norm ofR�.

Theorem 4.1. Let� = |�| + d−1
2 . Let� ∈ Nd+1

0 and denote	 = � − [(� + 1)/2]. Then

c′h
∫
Sd

|R�(x)|2h2�(x) d� = � (� + 1/2)�
(�)|�|

∑



(−	)

(−� + 	 − � + 1/2

)



(−� − � + 1/2)
 
!(|�| − |
| + �)

= 2�
	! (� + 1/2)�−	

(�)|�|

∫ 1

0

d+1∏
i=1

C
( 12 ,�i )
�i (t)t |�|+2�−1 dt.
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Proof. Using the explicit formula ofR�(x) and the Beta-type integral,

c′h
∫
Sd
x2�h2�(x) d� = �(|�| + (d + 1)/2)

�(|�| + |�| + (d + 1)/2)

d+1∏
i=1

�(�i + �i + 1/2)

�(�i + 1/2)

= (� + 1/2)�
(� + 1)|�|

,

it follows from the explicit formula ofR� in Proposition2.3that

c′h
∫
Sd

|R�(x)|2h2�(x) d� = c′h
∫
Sd
R�(x)x

�h2�(x) d�

=
∑



(−	)
(−� + 	 − � + 1/2)
(� + 1/2)�−


(−|�| − � + 1)|
|
!(� + 1)|�|−|
|
.

Rewriting the sum using(a)n−m = (−1)m(a)n/(1 − n − a)m and(−a)n/(−a + 1)n =
a/(a − n) gives the first stated equation. To derive the second equation, we show that the
sum in the first equation can be written as an integral. We define a function

F(r) =
∑

�	

(−	)
(−� + 	 − � + 1/2)

(−� − � + 1/2)

!(|�| − |
| + �)

r |�|−|
|+�.

Evidently,F(1) is the sum in the first equation. Moreover, the sum is a finite sum over

�	 as(−	)
 = 0 for 
 > 	, it follows thatF(0) = 0. Hence, the sumF(1) is given by

F(1)= ∫ 1
0 F

′(r) dr. The derivative ofF can be written as

F ′(r)=
∑



(−	)
(−� + 	 − � + 1/2)

(−� − � + 1/2)

! r |�|−|
|+�−1

= r |�|+�−1
d+1∏
i=1

∑

i

(−	i )
i (−�i + 	i − �i + 1/2)
i
(−�i − �i + 1/2)
i 
i !

r−
i

= r |�|+�−1
d+1∏
i=1

2F1

(−	i ,−�i + 	i − �i + 1/2
−�i − �i + 1/2

; 1
r

)
.

The Jacobi polynomialP (a,b)n can be written as2F1 in a different form[15, (4.22.1)],

P (a,b)n (t) =
(
2n+ a + b

n

)(
t − 1

2

)n
2F1

( −n,−n− a
−2n− a − b ; 2

1− t
)
.

Use this formula withn = 	i , a = �i − 2	i + �i − 1
2, b = 0 andr = (1− t)/2, and then

useP (a,b)n (t) = (−1)nP (b,a)n (−t), we conclude

F ′(r) = (� + 1/2)�−		!
(� + 1/2)�

r |�|−|	|+�−1
d+1∏
i=1

P
(0,�i−2	i+�i−1/2)
	i

(2r − 1).
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Consequently, it follows that

F(1)= (� + 1/2)�−		!
(� + 1/2)�

∫ 1

0

d+1∏
i=1

P
(0,�i−2	i+�i−1/2)
	i

(2r − 1)r|�|−|	|+�−1 dr. (4.1)

From the relation (2.5) it follows thatP
(0,�i−2	i+�1−1/2)
	i

(2t2 − 1) = C
(1/2,�i )
� (t) if �i

is even, andtP
(0,�i−2	i+�1−1/2)
	i

(2t2 − 1) = C
(1/2,�i )
� (t) if �i is odd. Hence, changing

variablesr → t2 in the above integral leads to the second stated equation.�

The constant in the second equal sign can be written in terms ofk
(1/2,�i )
n , the leading

coefficient ofC(1/2,�i )n , by using (2.7) and considering�i being even and odd separately.
As an equivalent statement, the theorem gives

Corollary 4.2. Let� ∈ Nd
0 andn = |�|. Then

inf
Q∈�d

n−1

‖x� −Q(x)‖22 = 2�
(
� + 1

2

)
�

(�)|�|

∫ 1

0

d+1∏
i=1

C
( 12 ,�i )
�i (t)

k
( 12 ,�i )
�i

t |�|+2�−1 dt.

In the case ofd = 1, the integral contains the product of two Jacobi polynomials.
Moreover, the parameters satisfy a condition for which the integral can be written as a
terminating3F2 and simplified by the known formula (see[9, vol. 2, p. 286])∫ 1

0
P
(0,�1)
	1

(2r − 1)P(0,�2)	2
(2r − 1)r|	|+|�| dr

= (|	|)!(|�| + 1)|	|(�1 + 1)|	|(�2 + 1)|	|
(|�| + 2)2|	|(�1 + 1)	1(�2 + 1)	2(|�| + 2|	| + 1)

.

Using this formula with an obvious choice of the parameters, the norm ofR� for d = 1 can
be written in a compact form. Equivalently, this gives

Corollary 4.3. Let� = (�1, �2) and write� = [(� + 1)/2]. Then

inf
Q∈�2

n−1

‖x� −Q(x)‖22 = (|�|)|�|(|�| − |�|)!
(|�| + 1)|�|(|�|)|�|

×
(
�1 + 1

2

)
�1+�2−�2

(
�2 + 1

2

)
�2+�1−�1

.

Ford > 1 and� = nei , the sum in Theorem4.1is a balanced3F2, which can be summed
using the Saalschütz summation formula. Alternatively, we can evaluate the norm ofRnei
by using the explicit formula ofRnei in Corollary2.6and the formula∫

Sd
f (x) d�d =

∫ �

0

∫
Sd−1

f (cos�, sin �x′) d�d−1(x
′)(sin �)d−1 d�. (4.2)
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This way, the norm ofRnei can be derived from the leading coefficientk(�,�)n , given in (2.7),

of C(�,�)n and the norm ofC(�,�)n (t). We denote byh(�,�)n theL2 norm ofC(�,�)n with respect
to the normalized weight functionc�,�w�,�(t), wherew�,�(t) = |t |2�(1 − t2)�−1/2 and

c−1
�,� = �(� + 1/2)�(� + 1/2)/�(� + � + 1). It is given by [7, p. 27]

h
(�,�)
2m = (� + 1

2)m(� + �)m(� + �)

m!(� + 1
2)m(� + � + 2m)

,

h
(�,�)
2m+1 = (� + 1

2)m(� + �)m+1(� + �)

m!(� + 1
2)m+1(� + � + 2m+ 1)

. (4.3)

We will follow the second approach to evaluate the norm ofRnei since an intermediate
result will be used later in the section.

Corollary 4.4. For n ∈ Nd
0, letm = [(n+ 1)/2]. Then

inf
Q∈�d

n−1

‖xni −Q(x)‖22 = (n−m)! (�i + 1
2

)
n

(|�| − �i + d
2

)
n−m

(|�| + d+1
2 )n

(
m+ |�| + d−1

2

)
n−m

(
m+ �i + 1

2

)
n−m

.

Proof. We only need to prove the casei = 1. Forx ∈ Sd , write x = (cos�x′, sin �),
x′ ∈ Sd−1. Let�1 = � − �1 = |�| − �1 + (d − 1)/2. Using the explicit formula ofRnei in
Corollary2.6, Eq. (4.2) with a change of variablet = cos� shows that

c′h
∫
Sd

|Rne1(t)|2 dt = c′h
∫ 1

−1

∣∣∣∣∣C(�1,�1)n (t)

k
(�1,�1)
n

∣∣∣∣∣
2

w�1,�1(t) dt

×
∫
Sd−1

d+1∏
i=2

|x′
i |2�i d�d−1(x

′)

= h(�1,�1)n /
[
k(�1,�1)n

]2
.

Hence, the stated formula follows from the explicit formulae ofk
(�,�)
n in (2.7) andh(�,�)n in

(4.3). �

We note that Corollary4.2and the above proof implies the formula

2�(�1 + 1
2)n

(�)n

∫ 1

0

C
( 12 ,�1)
n (t)

k
( 12 ,�1)
n

t |�|+2�−1 dt = c�1,�1
∫ 1

−1

∣∣∣∣∣C(�1,�1)n (t)

k
(�1,�1)
n

∣∣∣∣∣
2

w�1,�1(t) dt,

which does not seem to follow from a simple transformation. This suggests the possibility
that the norm ofR� may be expressed in some other, perhaps more illuminating, ways.
In general, however, the norm ofR� may not have a compact formula in the form of a

ratio of products of Pochhammer symbols. For example, if� = (�1, �2, 0, . . . ,0), then the
integral in Theorem4.1becomes (see (4.1))

I (�,	) :=
∫ 1

0
P
(0,�1)
	1

(2r − 1)P(0,�1)	2
(2r − 1)r�1+�2+	1+	2+a dr (4.4)
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with �i = �i −2	i +�i −1/2,	i = �i −[(�i +1)/2] anda = |�| −�1−�2+ (d −1)/2.
Using the2F1 formula of the Jacobi polynomials, this integral can be written as a single
sum of a balanced4F3 series evaluated at 1,

I (�,	)= (−1)	1(�1 + 1)	1(�1 + a + 1)|	|
	1!(|	| + |�| + a + 2)(|	| + |�| + a + 2)	2

(�1 + a + 1)	1

×4F3

(−	1,	1 + �1 + 1, |	| + |�| + a + 1, |	| + �1 + a + 1
|�| + |	| + 	2 + a + 2,�1 + 1,�1 + 	1 + a + 1

; 1
)
.

(4.5)

This 4F3 is a finite sum, but it does not seem to have a compact form.
As a consequence of Theorem4.1, the integral of the product generalized Gegenbauer

polynomials in the theorem is positive, which does not seem to be obvious. It shows, in
particular, that the expressionI (�,	) is positive if�i�0, �i�0 anda�0.

For the symmetric orthogonal polynomials, there is one simple case for which we can
compute the norm explicitly, the norm of the symmetric polynomialsSne1 in (3.2). Recall
that by Corollary2.6and (3.2),Sne1 = Rne1 + · · · +Rned+1 when�i = � for 1� i�d + 1,

andRnei is given in terms ofC(�−�i ,�i )
n (t). The key ingredient is the lemma below.

Lemma 4.5. Let�i = |�| − �i + d−1
2 . Then forn = 2m,

c′h
∫
Sd

C
(�1,�1)
n (x1)C

(�2,�2)
n (x2)

k
(�1,�1)
n k

(�2,�2)
n

h2�(x) d� = (−1)m
(�2 + 1

2)m

(�1 + 1
2)m

h
(�1,�1)
n[
k
(�1,�1)
n

]2 .
Proof. For x ∈ Sd , write x = (cos�, sin �x′), x′ ∈ Sd−1 and 0����. Using the inte-
gration formula (4.2) and changing variablet = cos�, we see that the left-hand side of the
stated integral is equal to

c′h
∫ 1

−1

C
(�1,�1)
n (t)

k
(�1,�1)
n

[∫
Sd−1

C
(�2,�2)
n (

√
1− t2x′)

k
(�2,�2)
n

d+1∏
i=2

|x′
i |2�i d�d−1(x

′)
]

×|t |2�1(1− t2)�1− 1
2 .

Sincen = 2m, the integral inside the square bracket is a polynomial of degreen in t
whose leading term is(1− t2)m = (−1)mt2m + · · ·. Consequently, by the orthogonality of
C
(�1,�1)
n (t), it follows that the above integral is equal to

(−1)mc′h
∫ 1

−1

C
(�1,�1)
n (t)

k
(�1,�1)
n

t2m|t |2�1(1− t2)�1− 1
2 dt

×
∫
Sd−1

x′
2
2m

d+1∏
i=2

|x′
i |2�i d�d−1(x

′)

= (−1)m
(�2 + 1

2)m

(�1 + 1
2)m

1[
k
(�1,�1)
n

]2 c�1,�1 ∫ 1

−1
|C(�1,�1)n (t)|2w�1,�1(t) dt

using (2.4), which gives the stated formula.�
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Together with the proof of Corollary4.4, this lemma allows us to compute the norm of
any linear combinationb1Rne1 + · · · + bd+1Rned+1, without the need of assuming�i = �
for all i.We shall, however, use it only in the case of�1 = · · · = �d+1 to compute the norm
of Sne1. The proof shows clearly how the norm of the general case can be computed.

Proposition 4.6. Let�1 = · · · = �d+1 = �. Let� = d� + d−1
2 . Then forn = 2m,

inf
Q∈�d+1

n−1

‖xn1 + · · · + xnd+1 −Q(x)‖22 = (d + 1)

(
1+ d(−1)m

(� + 1
2)m

(� + 1
2)m

)

×(� + 1
2)m(� + �)m(� + 1

2)mm!
(� + �)2m(� + � + 1)2m

and forn = 2m+ 1,

inf
Q∈�d+1

n−1

‖xn1 + · · · + xnd+1 −Q(x)‖22 = (d + 1)
(� + 1

2)m(� + �)m+1(� + 1
2)m+1m!

(� + �)2m+1(� + � + 1)2m+1
.

In particular, the case� = 0 and� = (d − 1)/2> 0 gives the best approximation ofSne1
in theL2 norm with respect to the surface measured�.

Proof. Since|�| = (d + 1)�, �i in the lemma becomes� = d� + (d − 1)/2. By (3.2), for
‖x‖ = 1, we have∫

Sd

[
Sne1(x)

]2
h2�(x) d�

=
∫
Sd

[
d+1∑
i=1

[
k(�,�)n

]−1
C(�,�)n (xi)

]2
h2�(x) d�

=
d+1∑
i=1

∫
Sd

[
C
(�,�)
n (xi)

k
(�,�)
n

]2
h2�(x) d�

+
∑
i �=j

∫
Sd

C
(�,�)
n (xi)C

(�,�)
n (xj )

k
(�,�)
n k

(�,�)
n

h2�(x) d�.

If n = 2m + 1, then the integrals in the second sum is zero sinceC
(�,�)
2m+1(t) is an odd

polynomial. Hence, sinceh� is invariant under the symmetric group, it follows

c′h
∫
Sd

[
Sne1(x)

]2
h2�(x) d� = (d + 1)c′h

∫
Sd

[
C
(�,�)
n (x1)

k
(�,�)
n

]2
h2�(x) d�

= (d + 1)h(�,�)n[
k
(�,�)
n

]2 ,

as in the proof of Corollary4.4. If n = 2m, then the integrals in the second sum can be
evaluated as in Lemma4.5, so that we get

c′h
∫
Sd

[
Sne1(x)

]2
h2�(x) d�
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= (d + 1)c′h
∫
Sd

[
C
(�,�)
n (x1)

k
(�,�)
n

]2
h2�(x) d�

+d(d + 1)c′h
∫
Sd

[
C
(�,�)
n (x1)C

(�,�)
n (x2)

k
(�,�)
n k

(�,�)
n

]2
h2�(x) d�

= (d + 1)
h
(�,�)
n[
k
(�,�)
n

]2
(
1+ d(−1)m

(� + 1
2)m

(� + 1
2)m

)
.

Using the formulaek(�,�)n in (2.7) andh(�,�)n in (4.3) completes the proof.�

In [1], some invariant polynomials of lower degrees with the leastLp(Sd; d�) norm on
the sphere are studied. In particular, for theL2 norm, it is computed there that

inf
Q∈�m

3

‖x41 + · · · + x4m −Q(x)‖22 = 24(m− 1)

(m+ 2)2(m+ 4)(m+ 6)
.

This is our general result with� = 0, n = 4 andm = d + 1.
The Proposition4.6gives the norm of the symmetric monomial polynomialSne1. We do

not have a compact formula for the norm of the symmetric monomial orthogonal polyno-
mials in general.

4.2. Norm of monomial polynomials on the ball

For � ∈ Nd
0, the polynomialRB� (x) is related to the best approximation tox�. LetwB�

denote the normalization constant of the weight functionWB
� in (1.2). Define

‖f ‖2,B =
(
wB�

∫
Bd

|f (x)|2WB
� (x) dx

)1/2

, wB� = �(|�| + (d + 1)/2)∏d+1
i=1 �(�i + 1/2)

.

As it is shown in the previous section, for� ∈ Nd
0, the monomial orthogonal polynomials

RB� is related to theh-harmonic polynomialR(�,0) by the formulaRB� (x) = R(�,0)(x, xd+1),
(x, xd+1) ∈ Sd . Using the formula∫

Sd
f (y) d� =

∫
Bd

[
f (x,

√
1− ‖x‖2)+ f (x,−

√
1− ‖x‖2)

] dx√
1− ‖x‖2 ,

the norm ofR� follows from that ofR(�,0) right away.

Theorem 4.7. The polynomialRB� has the smallest‖f ‖2,B norm among all polynomials
of the formx� − P(x), P ∈ �d

n−1. Furthermore,for � ∈ Nd
0,

‖RB� ‖22,B = ‖R(�,0)‖2 =
2�
∏d
i=1

(
�i + 1

2

)
�i

(�)|�|

∫ 1

0

d∏
i=1

C
( 12 ,�i )
�i (t)

k
( 12 ,�i )
�i

t |�|+2�−1 dt.
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For the classical weight functionW�(x) = (1− ‖x‖2)�−1/2, the norm ofR� can be ex-

pressed as the integral of the product Legendre polynomialsPn(t) = C1/2
n (t). Equivalently,

as the best approximation in theL2 norm, it gives the following:

Corollary 4.8. Let � = � + (d − 1)/2 > 0 andn = |�| for � ∈ Nd
0. For the classical

weight functionW�(x) = (1− ‖x‖2)�−1/2 onBd ,

min
Q∈�d

n−1

‖x� −Q(x)‖22,B = ��!
2n−1(�)n

∫ 1

0

d∏
i=1

P�i (t)t
n+2�−1 dt.

Proof. Set�i = 0 for 1� i�d and� = �d+1 in the formula of Theorem4.7. The stated
formula follows from(1)2n = 22n(1/2)n(1)n, n! = (1)n, and the fact thatC(1/2,0)m (t) =
C
1/2
m (t) = Pm(t). �

In particular, ford = 2, the product involves only two Legendre polynomials. Since
Pn(t) = P

(0,0)
n (t), the integral ford = 2 can be written as a terminating4F3 series using

the formula in (4.4) and (4.5). For the unit weight function onB2 (that is,WB
1/2(x) = 1),

another formula ofR� is given in [3], writing it in terms of the basis{Un(cos(k�/(n +
1))x1 + sin(k�/(n + 1))x2) : 0�k�n}, whereUn denotes the Chebyshev polynomial of
the second kind, and the norm ofR�, |�| = n, is given as follows in[3]

min
P∈�d

n−1

∫
B2

|x� − P(x)|2 dx

= n+ 1

22n+3

∫ 2�

0

(∫ 1

−1
(sin � − is cos�)�1(cos� + is sin �)�2 ds

)2

d�,

in which� = (�1, �2) andi = √−1. This formula is quite different from the one contained
in Corollary4.8. In fact, it is not all clear how to derive one from the other.
Setting� = nei in Theorem4.7 and using Corollary4.4, it follows that‖RBnei‖22,B

= h
(�1,�1)
n

/[
k
(�1,�1)
n

]2
. Following the proof of Proposition4.6we can also compute the

norm ofSBne1 with respect toWB
�,�. The result is essentially the same as in Proposition4.6

with d+1 replaced byd,�1 = · · · = �d = �,� = �d+1 and� = �+(d−1)�+(d−1)/2.

4.3. Norm of monomial polynomials on the simplex

In the case of simplex, the polynomialsRT� is the orthogonal projection ofX� =
x

�1
1 · · · x�d

d (1− |x|)�d+1. LetwT� denote the normalization constant ofWT
� . Define

‖f ‖2,T =
(
wT�

∫
T d

|f (x)|2WT
� (x) dx

)1/2

, wT� = �(|�| + (d + 1)/2)∏d+1
i=1 �(�i + 1/2)

.
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Let F(x) = f (x21, . . . , x2d+1). Then the norm is related to the norm onSd via

c′h
∫
Sd
f (x21, . . . , x

2
d+1)h

2
�(x) d� = wT�

∫
T d
f (x1, . . . , xd, 1− |x|)WT

� (x) dx.

SinceRT� (x
2
1, . . . , x

2
d+1) = R2�(x1, . . . , xd+1), the norm ofRT� can be derived from the

norm ofR2�. We use (2.5) to writeC(1/2,�i )2	i
(t) = P (0,�i−1/2)

	i
(2t2−1)and change variable

t2 �→ r in the integral in Theorem4.1to get the following:

Theorem 4.9. Let	 ∈ Nd+1
0 and� = |�|+(d−1)/2.The polynomialRT	 has the smallest

‖ · ‖2,T norm among all polynomials of the formX	 − P , P ∈ �d
|	|−1, and the norm is

given by

wT�

∫
T d

|R	(x)|2WT
� (x) dx

=
�
(
� + 1

2

)
2	

(�)2|	|

∑



(−	)

(
−	 − � + 1

2

)

(

−2	 − � + 1
2

)



!(2|	| − |
| + �)

=
�	!

(
� + 1

2

)
	

(�)2|	|

∫ 1

0

d+1∏
i=1

P
(0,�i−1/2)
	i

(2r − 1)r|	|+�−1 dr.

In particular, if	d+1 = 0, then the norm ofR(	,0)(x) is the smallest norm among all

polynomials of the formx	 − P , P ∈ �d
n−1.

Corollary 4.10. Let� ∈ Nd
0 andn = |�|. Then

inf
Q∈�d

n−1

‖x� −Q(x)‖22,T =
��!∏d

i=1

(
�i + 1

2

)
�i

(�)2|�|

×
∫ 1

0

d∏
i=1

P
(0,�i−1/2)
�i (2r − 1)r|�|+�−1 dr.

The case�i = 1
2 for 1� i�d + 1 corresponds to the unit weight functionWT

� (x) = 1,
for which the norm is computed by an integral of the product of Legendre polynomials
Pn(t) = P

(0,0)
n (t). Indeed, setting�i = 1

2 in the above theorem gives� = d and the
following:

Corollary 4.11. For � ∈ Nd
0, n = |�|,

min
Q∈�d

n−1

1

d!
∫
T d

|x� −Q(x)|2 dx = d�!2
(d)2n

∫ 1

0

d∏
i=1

P�i (2r − 1)rn+d−1 dr.
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For d = 2, the product involves only two Jacobi polynomials, and its integral can be
written using the formula in (4.4) and (4.5) in terms of a terminating4F3 series (setting
�i = 0 anda = 1).

5. Expansion ofR� in terms of an orthonormal basis

The elements of the set{R� : |�| = n, � ∈ Nd+1
0 } are not linearly independent, since

the number of elements in the set is greater than the dimension ofHd+1
n (h2�). It contains a

basis as shown in Proposition2.5. The basis is not orthonormal, however, since its elements
are orthogonal to lower degree polynomials but not among themselves. On the other hand,
an orthonormal basis forHd+1

n (h2�) can be given explicitly in terms of the generalized

Gegenbauer polynomialsC(�,�)n . We first state this basis then derive the expansion ofR� in
terms of it.
Ford�1,� ∈ Rd+1 and� ∈ Nd

0, we introduce the notation

�j = (�j , . . . , �d) and �j = (�j , . . . ,�d+1), 1�j�d + 1. (5.1)

Since�d+1 consists of only the last element of�, write �d+1 = �d+1. These we treat
as elements inNd−j+1

0 andRd−j+2, respectively, so that the quantities|�j | and|�j | are
defined as before. Note|�d+1| = 0. We also introduce the notation

aj := aj (�,�) = |�j+1| + |�j+1| + d − j
2
, 1�j�d. (5.2)

Note that for� ∈ Nd
0 and� ∈ Rd+1+ , ad = |�d+1| = �d+1. Finally, for x ∈ Rd+1, let

r = ‖x‖ and definerj = (x2j + · · · + x2d+1)
1/2 for 1�j�d + 1. Notice thatr1 = r.

Proposition 5.1. An orthonormal basis ofHd+1
n (h2�) is given by

Ỹ�(x) = [A�,�]−1Y�(x;�), Ỹ ′
�(x) = [A′

�,�]−1Y ′
�(x;�),

where� ∈ Nd
0 and|�| = n,

Y�(x;�) =
d∏
j=1

r
�j
j C

(aj ,�j )
�j (xj /rj ), Y ′

�(x;�) = xd+1Y�−ed (x;� + ed+1),

in whichA′
�,� = ((�d+1 + 1/2)/(|�| + (d + 1)/2))1/2A�−ed ,�+ed+1 and

[
A�,�

]2 = 1(|�| + d+1
2

)
n

d∏
j=1

(aj + �j )�j C
(aj ,�j )
�j (1).

The formulae given above are a reformulation of the basis given in[16] (also[7, p. 198]),
where they are given in spherical coordinates which corresponds toxj /rj = cos�d+1−j ,
1�j�d. The formulae there are given in terms of the normalized generalized Gegenbauer

polynomialsC̃(�,�)n (t) = (1/hn)C(�,�)n (t). The normalization constanthn is given byh2n =



Y. Xu / Journal of Approximation Theory 133 (2005) 1–37 29

C
(�,�)
n (1)(� + �)/(n + � + �) (cf. [7, p. 27]), which is used to rewrite the formulae in

[16] to the above form. The factaj (� + ed+1, � − ed) = aj (�, �), 1�j�d − 1, and
ad(� + ed+1, � − ed) = ad(�, �)+ 1 is useful for writing downA′

�,�.
SinceR� ∈ Hd+1

n (h2�), it can be expanded in terms of the orthonormal basis ofY� and
Y ′

�. Below we give this expansion explicitly. To do so, we need the following formula:

Proposition 5.2. Let r2j = b2j + · · · + b2d+1 and let� = |�| + (d − 1)/2.Then∑
|�|=n

b�R̃�(x)=
∑
|�|=n

(�)n∏d
j=1(�j + aj )�j

Y�(x;�)
d∏
j=1

r
�j
j

C
(aj ,�j )
�j (bj /rj )

C
(aj ,�j )
�j (1)

+xd+1bd+1
�d + �d+1

�d+1 + 1
2

∑
|�|=n

(�)n∏d
j=1(�j + aj )�j

Ỹ�(x, �̃)

×
d∏
j=1

r
�̃j
j

C
(̃aj ,�j )
�̃j

(bj /rj )

C
(̃aj ,�j )
�̃j

(1)
,

wherẽ� = � − ed , aj = aj (�,�) and ãj = aj (� − ed,� + ed+1).

Proof. By the definition of the reproducing kernel, we can write

Pn(h
2
�; x, y) =

∑
|�|=n

(
Ỹ�(x;�)Ỹ�(y;�)+ Ỹ ′

�(x;�)Ỹ ′
�(y;�)

)
.

Hence, the second part of Proposition2.2shows that∑
|�|=n

b�R̃�(x) = �
n+ �

∑
|�|=n

(
Ỹ�(x;�)Ỹ�(y;�)+ Ỹ ′

�(x;�)Ỹ ′
�(y;�)

)
.

Hence, the stated results follows from the explicit formula ofY�(x;�) andY ′
�(x;�), (� +

1)n = (�)n(n+ �)/�, and checking the constants.

This proposition shows that to expandR� in terms ofY�(x;�)weessentially have towork

out the expansion of
∏d
j=1 r

�j
j C

(aj ,�j )
�j (bj /rj ) in power ofb. Furthermore, the relation in

(2.5) shows that

C
(�,�)
2n+1(x)/C

(�,�)
2n+1(1)= xC(�,�+1)

2n (x)/C
(�,�+1)
2n (1).

Hence, introducing the notationε(�) = � − 2[�/2], or equivalently,

ε(�) = (ε1(�), . . . , εd+1(�)) with εi(�) =
{
0 if �i is even,
1 if �i is odd,

we can write for� ∈ Nd
0 andb ∈ Rd+1,

d∏
j=1

r
�j
j

C
(aj ,�j )
�j (bj /rj )

C
(aj ,�j )
�j (1)

= bε(�∗)
d∏
j=1

r
2[�j /2]
j

C
(aj ,�j+εj (�))
2[�j /2] (bj /rj )

C
(aj ,�j+εj (�))
2[�j /2] (1)
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= bε(�∗)
d∏
j=1

r
2[�j /2]
j

P
(aj− 1

2 ,�j+εj (�)− 1
2 )[�j /2] (2b2j /r

2
j − 1)

P
(aj− 1

2 ,�j+εj (�)− 1
2 )[�j /2] (1)

,

(5.3)

where�∗ = (�, 0) ∈ Nd+1
0 andr2j = b2j + · · · + b2d+1. Consequently, the problem reduces

to find the power expansion of the product of the Jacobi polynomials.
The expansion can be derived using the Hahn polynomials of several variables studied by

Karlin and McGregor[13]. For one variable, the Hahn polynomialQ(x; a, b,N) is defined
using the3F2 series by

Qn(x; a, b,N) := 3F̃2

(−n, n+ a + b + 1,−x
a + 1,−N ; 1

)
, n = 0, 1, . . . , N, (5.4)

where3F̃2 is defined as the usual3F2 with the summation terminating atN . These polyno-
mials are the discrete orthogonal polynomials defined on the set{0, 1, . . . , N}, which are
orthogonal with respect to the binomial distribution, i.e.,

N∑
x=0

(a + 1)x(b + 1)N−x
x!(N − x)! Qn(x; a, b,N)Qm(x; a, b,N)

= (−1)nn!(b + 1)n(n+ a + b + 1)N+1

N !(2n+ a + b + 1)(−N)n(a + 1)n
�n,m, n,m�N.

A generating function for the Hahn polynomials of one variable is[12]

(1+ t)N P
(a,b)
j (1−t

1+t )

P
(a,b)
j (1)

=
N∑
n=0

(
N

n

)
Qj(n; a, b,N)tn. (5.5)

For several variables we denote the Hahn polynomials by��(�;�, N). These are discrete
orthogonal polynomials indexed by� ∈ Nd

0, |�|�N which are defined on the set{� ∈
Nd+1

0 : |�| = N} and are orthogonal with respect to the binomial distribution given by the
parameter� = (�1, . . . ,�d+1). They are defined by the following generating function,

Definition 5.3. Suppose� ∈ Rd+1 with �i > −1, andN ∈ N. For� ∈ Nd
0, |�|�N define

the Hahn polynomials��(�;�, N) at� ∈ Nd+1
0 , |�| = N by

|y|N−|�|
d∏
j=1

|yj |�j P
(bj ,�j )
�j (2yj /|yj | − 1)

P
(bj ,�j )
�j (1)

=
∑

|�|=N

N !
�! ��(�;�, N)y�, y ∈ Rd+1,

where|yj | = yj + · · · + yd+1 andbj = aj (2�,� + 1
2)− 1

2 with aj as in (5.2).

Settingd = 1, y1 = t , y2 = 1 in the above, the left-hand side becomes

(1+ t)N−�1(1+ t)�1P
(�2,�1)
�1 (2t/(t + 1)− 1)

P
(�2,�1)
�1 (1)

= (1+ t)N
(−1)�1P (�2,�1)�j

(
1−t
1+t
)

P
(�2,�1)
�1 (1)
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and the right-hand side becomes

N∑
�1=0

N !
�1!(N − �1)! ��(�1, N − �1;�1,�2, N)x

�1
1 x

N−�1
2

=
N∑

�1=0

(
N

�1

)
��(�1, N − �1;�1,�2, N)t

�1.

Hence,��1(�1, N − �1;�1,�2, N) = (−1)�1Q�1(�1;�2,�1, N).
Let us indicate how our definition agrees with that given in[13]. There the generating

function is denotedbyGr,N
(
w̄
�̄

∣∣∣ �̄), which is definedbyan inductive formula (see[13, (5.7),

p. 278]and the first equation on p. 279). We make the following substitutions:r = d + 1,
�̄ = (�d+1,�d , . . . ,�1), w̄ = (yd+1, yd, . . . , y1), �̄ = (�d , �d−1, . . . , �1), and work out
the generating function explicitly to obtain the form presented in Definition5.3. Although,
we will not use the explicit formulae or the orthogonal relation of��(�;�, N), we state
them below for completeness and for future reference. Both are stated in[13] by inductive
formulae, from which the explicit formulae can be worked out using the aforementioned
substitutions. Further simplification leads to the formula for��(�;�, N) presented below.

Proposition 5.4. For � ∈ Nd+1
0 , |�| = N and� ∈ Nd

0, |�|�N ,

��(�;�, N)= (−1)|�|

(−|�|)|�|
d∏
j=1

(�j + 1)�j
(aj + 1)�j

(−|�j | + |�j+1|)�j

×Q�j (�j ;�j , aj , |�j | − |�j+1|).

The proof that the��(�;�, N) are orthogonal with respect to the binomial distribution is
given in[13] and the constantB� below is given by inductive formulae (5.13), (5.14), (5.18)
in [13].Theverification (using the substitution thatwementionedearlier) is straightforward.

Proposition 5.5. For �,� ∈ Nd
0 with |�|, |�|�N ,

∑
|�|=N

(� + 1)�
�! ��(�;�, N)��(�;�, N) = B���,�,

whereB� is given by

B� := (−1)|�|(|�| + d + 1)N+|�|
(−N)|�|N ! (|�| + d + 1)2|�|

d∏
j=1

(�j + bj + 1)2�j (�j + 1)�j �j !
(�j + bj + 1)�j (bj + 1)�j

.

For other properties of these polynomials, such as recurrence relations, see[13].
Using Proposition5.4 and5.3, we can now derive the expansion ofR� in terms of the

orthonormal basisY�. Recall thatε(�) = � − 2[�/2].
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Proposition 5.6. For � ∈ Nd
0 let � = |�| + (d − 1)/2 and let�∗ = (�, 0) ∈ Nd+1

0 . Let
� ∈ Nd+1

0 . If �d+1 is an even integer,then

R�(x)=
(
� + 1

2

)
[ �+1

2 ]

∑
|�|=|�|

ε(�∗)=ε(�)

(|[�/2]|)!∏d
i=1(�i + ai)�i

×�[ �
2 ]
([�

2

]
,� − 1

2
+ ε(�∗),

∣∣∣[ �
2

]∣∣∣)Y�(x;�)

and if�d+1 is an odd integer,then

R�(x)=
(
� + 1

2

)
[ �+1

2 ]
�d + �d+1

�d+1 + 1
2

∑
|�|=|�|

ε(̃�∗)=ε(̃�)

(|[̃�/2]|)!∏d
i=1(�i + ai)�i

×�[ �̃
2 ]
([�

2

]
, �̃ − 1

2
+ ε(̃�∗),

∣∣∣∣[ �̃
2

]∣∣∣∣)Y�(x;�),

wherẽ� = � − ed , �̃ = � + ed+1 and �̃ = � + ed+1.

Proof. Using (5.3) and the Definition5.3we can expand the right-hand side of the formula
in Proposition5.2 in powers ofb. There are two terms, the first one contains only even
powers ofbd+1 and the second contains only odd powers. Hence, we need to consider the
two cases separately. For example, setting�i = �i − 1

2 andyj = b2j so that|yj | = r2j , the
Definition5.3and (5.3) gives

d∏
j=1

r
�j
j

C
(aj ,�j )
�j (bj /rj )

C
(aj ,�j )
�j (1)

=
∑

|	|=|[�/2]|

(|[�/2]|)!
	!

×�[ �
2 ]
(
	,� − 1

2
+ ε(�∗),

∣∣∣[ �
2

]∣∣∣) b2	+ε(�∗),

whichgives theexpansionof thefirst term in the right-handsideof the formula inProposition
5.2. That is, for�d+1 being even,∑

|�|=n
�d+1=even

b�R̃�(x)=
∑
|�|=n

∑
|	|=|[�/2]|

(�)|�|∏d
i=1(�i + ai)�i

(|[�/2]|)!
	!

×�[ �
2 ]
(
	,� − 1

2
+ ε(�∗),

∣∣∣[ �
2

]∣∣∣)Y�(x;�)b2	+ε(�∗).

To derive the formula ofR�, we set 2	 + ε(�∗) = � = 2[�/2] + ε(�). This gives	 = [�/2]
andε(�∗) = ε(�), so that

R̃�(x)=
∑
|�|=|�|

ε(�∗)=ε(�)

(�)|�|∏d
i=1(�i + ai)�i

(|[�/2]|)!
([�/2])!

×�[ �
2 ]
([�

2

]
,� − 1

2
+ ε(�∗),

∣∣∣[ �
2

]∣∣∣)Y�(x;�).
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Then we use the relation in Proposition2.3to replacẽR� byR�. The constant is simplified
by the fact that�! = 2|�|(1/2)	(�/2)!, 	 = [�+1

2 ]. The case of�d+1 is odd is proved
similarly. �

The expansion ofRB� orRT� in terms of an explicit orthonormal basis can be derived from
the above proposition.We give the result forRT� below. First we state an orthonormal basis
with respect toWT

� .

Definition 5.7. For � ∈ Nd
0 andx ∈ Rd ,

P�(x) :=
d∏
j=1

(1− |xj−1|)�j P (aj−1/2,�j−1/2)
�j

(
2xj

1− |xj−1| − 1

)
,

where|xj | = x1 + · · · + xj for 1�j�d andx0 := 0.

The set{P� : |�| = n} is a basis for orthogonal polynomials of degreen with respect to
WT

� and the elements in the set are mutually orthogonal; see, for example,[7, p. 47]. The
L2 norm ofP� is given by

wT�

∫
T d

|P�(x)|2WT
� (x) dx

= 1

(|�| + d+1
2 )2|�|

d∏
j=1

(�j + aj )2�j (aj + 1/2)�j (�j + 1/2)�j
(�j + aj )�j �j !

.

Under the correspondence (2.9), the polynomialP� is related toY2�(x,�) in Proposition
5.1. In fact, forx = (x1, . . . , xd, xd+1) ∈ Sd , the relation (2.5) gives

Y2�(x,�) =
d∏
i=1

(�i + ai)�i
(�i + 1/2)�i

P�(x
2
1, . . . , x

2
d ),

where we have used the fact thatr2j = 1− x21 − · · · − x2j−1 if ‖x‖ = 1. Hence,

Corollary 5.8. Let� = |�| + (d − 1)/2.For � ∈ Nd+1
0 , n = |�|,

RT� (x) = n!
(
� + 1

2

)
�

∑
|�|=n

d∏
i=1

(�i + ai)�i
(�i + ai)2�i (�i + 1

2)�i
��

(
�,� − 1

2
, n

)
P�(x).

Proof. Using the factR2�(x) = RT� (x
2
1, . . . , x

2
d+1), the formula comes fromR2� in the

Proposition5.6. Note thatε(�∗) = ε(2�) implies that�i is even for everyi. �

Since polynomialsY� are mutually orthogonal, the expansion in Proposition5.6can be
used to compute the inner product ofY� andR�. Similarly, the Corollary5.8can be used to
compute the inner product ofRT� andP�.
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6. Further results

The definition ofR� in Definition2.1makes sense forh-harmonics associated with other
reflection groups. For background on the theory ofh-harmonics in general, see[4,5,7]and
the references therein. Although a formula of the intertwining operatorV� is unknown
in general, it is known thatV� is a bounded operator in the following sense ([5]). Let
‖p‖∞ := supBd+1 |p(x)| for any polynomialp. For formal sumsf (x) = ∑∞

n=0 fn(x)

with fn ∈ Pd+1
n , let ‖f ‖A := ∑∞

n=0 ‖fn‖∞ and letA := {f : ‖f ‖A < ∞}. Then for
f ∈ A, |Vf (x)|�‖f ‖A for x ∈ Bd+1. This fact can be used to justify the definition ofR�
in Definition2.1for other reflection groups.
We will not discussR� associated with general reflection groups any further, but merely

point out that Proposition2.2holds in the general setting and prove one more such result
which gives the expansion ofV x� in terms ofR	. Recall that Proposition2.2shows

R�(x) =
∑



(−�/2)
((−� + 1)/2)

(−|�| − � + 1)|
|
! ‖x‖2|
|V�x

�−2
.

The following proposition states that the above expansion can be reversed.

Proposition 6.1. Let� ∈ Nd+1
0 . Then

V�x
� =

∑
2	��

(−1)|	|(−�/2)	((−� + 1)/2)	
(−|�| − � + 1)2|	|	!

×(2(−|�| − � + 1)|	| − (−|�| − �)|	|
) ‖x‖2|	|R�−2	(x).

Proof. We show that there exista	 such thata0 = 1 and

V�x
� =

∑
2	��

a	‖x‖2|	|R�−2	(x),

the values ofa	 will be uniquely determined as the stated value. Using the formulaR�(x) =∑

 c�,
‖x‖2|
|V�x

�−2
, it follows that∑
2	��

a	‖x‖2|	|R�−2	(x)=
∑
2	��

a	

∑
2
��−2	

c�−2	,
‖x‖2|	|+2|
|V�x
�−2	−2


=
∑
2
��

V�x
�−2
‖x‖2|
|

∑
	�


a	c�−2	,
−	.

Since(a +m)n−m = (a)n/(a)m, we have

c�−2	,
−	 = (−|�| − � + 1)2|	|
(−�/2)	((−� + 1)/2)	(−|�| − � + 1)|
|+|	|(
 − 	)!

so that we need to show that there exista	 such thata0 = 1 and

�
 :=
∑
	�


a∗
	

(−|�| − � + 1)|
|+|	|(
 − 	)!	! = 0,
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a∗
	 = (−|�| − � + 1)2|	|	!

(−�/2)	((−� + 1)/2)	
a	

for 
 �= 0. For each�
, a∗

 has the dominating subindex among alla∗

	 in �
. Consequently,
one can solve fora∗


 recursively from the equations�
 = 0. The fact thata∗
0 = a0 = 1

shows then that the solution is unique. Hence, to complete the proof, we only have to show
thata∗

	 = (−1)	(2(−|�| − � + 1)|	| − (−|�| − �)|	|) is a solution. To do so, we need to
recall the definition of another Lauricella function, the function of typeD, defined by

FD(a, �; c; x) =
∑
	

(a)|	|(�)	
(c)|	|	! x

	, a, c ∈ R, � ∈ Nd+1
0 , max

1� i�d+1
|xi | < 1.

Then, witha∗
	 so chosen, using the fact that(
 − 	)! = (−1)|	|
!/(−
)	 and(a)n+m =

(a + n)m(a)n, we obtain

�
 =
∑
	�


(−1)	(2(−|�| − � + 1)|	| − (−|�| − �)|	|)
(−|�| − � + 1)|
|+|	|(
 − 	)!	!

= 1


!(−|�| − � + 1)|
|

∑
	�


(−
)	(2(−|�| − � + 1)|	| − (−|�| − �)|	|)
(−|�| − � + 1+ |
|)|	|	!

= 1


!(−|�| − � + 1)|
|
[
2FD(−|�| − � + 1,−
; −|�| − � + 1+ |
|; 1)
−FD(−|�| − �,−
; −|�| − � + 1+ |
|; 1)] .

Using Lauricella’s identity[2, p. 116]and the Chu–Vandermonde identity

FD(a, �; c; 1)= 2F1(a, |�|; c; 1) and 2F1(−n, b; c; 1)= (c − b)n
(c)n

,

we can then conclude that�
 = 0. �

For the case ofh2� in (1.1), the explicit formula of the intertwining operatorV� gives that

V�x
� =

(
1
2

)
	(

� + 1
2

)
	

x�, 	 = � + 1
2

which gives the following corollary:

Corollary 6.2. Let� ∈ Nd+1
0 . For h2� in (1.1)and� = |�| + (d − 1)/2,

x� =

(
� + 1

2

)
[ �+1

2 ](
1
2

)
[ �+1

2 ]

∑
2	��

(−1)|	|(−�/2)	((−� + 1)/2)	
(−|�| − � + 1)2|	|	!

×(2(| − �| − � + 1)|	| − (−|�| − �)|	|
) ‖x‖2|	|R�−2	(x).
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For orthogonal polynomials with respect toWB
� on Bd andWT

� on T d , we can also
derive the explicit formula of the expansion ofx� in terms of monomial orthogonal basis.
For example, we have

Corollary 6.3. Let� ∈ Nd
0. ForW

T
� in (1.3)and� = |�| + (d − 1)/2,

x� =
(
� + 1

2

)
�(

1
2

)
�

∑
	��

(−1)|	|(−�)	(−� + 1/2)	
(2|�| + � + 1)2|	|	!

×(2(2|�| + � + 1)|	| − (2|�| + �)|	|
)
RT�−	(x).

Let us point out that the Proposition6.1 holds for other reflection groups, since it is a
formal inverse of the definition ofR�. Note that for other reflection groups,V�x

� is not a
constant multiple ofx� in general and neither isR� an orthogonal projection ofx�. One
interesting aspect of Proposition6.1 lies in the fact thatR� can be computed explicitly if
an orthonormal basis is known, since such a basis will give a formula for the reproducing
kernel ofHd+1

n (h2�) so that Proposition2.2can be used to produce a formula ofR�. Once
the formula ofR� is known, the formula in Proposition6.1 gives an explicit formula of
V�x

�, which is of interest since an explicit formula ofV� is not known for general reflection
groups. For example, in the case of dihedral groupI2k for which

h�(x) = | cosm�|�1| sin m�|�2, x = (cos�, sin �),

an orthonormal basis ofH2
n(h

2
�) is known[4]. Hence, the above outline can be carried out

to give an explicit formula ofV�x
�. However, the formula is complicated and it does not

seem to give any indication of the explicit formula ofV�. We shall not present them.
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